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ABSTRACT
Real-time feedback control based on machine learning algorithms (MLA) was successfully developed and tested on DIII-D plasmas to avoid tearing modes and disruptions while maximizing the plasma performance, which is measured by normalized plasma beta. The control uses MLAs that were trained with ensemble learning methods using only the data available to the real-time Plasma Control System (PCS) from several thousand DIII-D discharges. A “tearability” metric that quantifies the likelihood of the onset of 2/1 tearing modes in a given time window, and a “disruptivity” metric that quantifies the likelihood of the onset of plasma disruptions were first tested off-line and then implemented on the PCS. A real-time control system based on these MLAs was successfully tested on DIII-D discharges, using feedback algorithms to maximize $\beta_n$ while avoiding tearing modes and to dynamically adjust ramp down to avoid high-current disruptions in ramp down.
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I. INTRODUCTION
Disruptions in tokamaks are a rapid loss of plasma confinement and plasma current. During a disruption, the plasma releases its thermal energy, and the plasma current rapidly decreases to zero. Rapid release of this energy during a disruption can potentially cause surface melting of plasma-facing components and high electromagnetic loads close to the design limits. To prevent unnecessary maintenance, the vast majority of potential disruptions must be avoided or mitigated in large-scale tokamaks such as ITER. For disruption avoidance, a diagnostic system that provides adequate information to guide the steering of tokamaks is required. The complexity of disruptions stands as a barrier to developing a comprehensive physical model.

To detect and indicate an impending disruption, the majority of large tokamaks use a physics-based mixture of signals: in JET one of the detection thresholds is set on the $n = 1$ locked mode amplitude; on ASDEX Upgrade, detection of an impending radiative (detached) disruption is monitored through the divertor temperature and radiation; on TEXTOR, a heterodyne electron cyclotron emission diagnostic was developed to detect an $m/n = 2/1$ disruption precursor. However, due to the complexity of disruptions, more sophisticated disruption detection and prediction methods have been developed. One category of these predictors is developed based on physics models. For example, the Disruption Event Characterization and Forecasting Code (DECAF) analyzes tokamak data to determine chains of events that lead to disruptions and to forecast their evolution, providing a quantitative and deterministic predictor for disruptions. Another predictor has been built up based on diagnostic data of the high-\(\beta\) spherical torus NSTX. The disruptive threshold values of many signals are examined, and a novel means of combining multiple threshold tests has been developed.

Another broad category of predictors has been developed using machine learning. Machine learning algorithms (MLAs) are valuable tools for both classification and regression tasks. Researchers provide the algorithm with a training set of input signals and target values, and the algorithm determines patterns that best map the input signals to the target values for each case in the training set. Thus, after
appropriate training, the algorithm will be able to recognize precursors of instabilities from complex signals and detect approaching disruptions. A large amount of disruption prediction studies employ artificial neural networks (ANN), which mimic the brain’s network of neurons by sending input signal data through multiple layers of artificial neurons, functions that convert input signals into an activation signal. Over the past two decades, researchers at TEXT, DIII-D, ASDEX, JET, JT-60U, and ADITYA have conducted proof of concept studies employing ANNs to detect disruptions by using diagnostic data available in real-time as input signals. Recently, a disruption predictor combining recurrent and convolutional neural networks has been developed by Julian et al. The neural network has also been applied to analyze the tearing mode (TM) on JET. Other machine learning methods, such as support vector machines and discriminant analysis, have also been applied. The support vector machine and anomaly detection method have been implemented in real-time in JET. A different approach called classification and regression trees (CART), which could estimate the relative importance of input features and is more useful for data interpretation, was tested on JET. Tree-based methods partition the feature space into a set of rectangles, and then fit a simple model (like a constant) in each one. A large category of techniques, usually called ensemble learners, can combine the strength of more than one tree to give a better prediction. A disruption predictor using random forests, one of the ensemble methods, has recently been developed on DIII-D and Alcator C-Mod by Rea et al.

In this paper, we present a disruption prediction and avoidance algorithm for DIII-D based on ensemble methods. In contrast to Ref. 26 using 10 signals at different time moments, we made use of a broader range of signals and calculated the mean, trend, and variance within a specific time window. In addition, we focus more on using the machine learning method to develop real-time control algorithms in two different scenarios: tearing mode avoidance and ramp down control. In Sec. II, we briefly describe the algorithm used in this paper and the method to evaluate the algorithms. The construction of our database for the two scenarios, as well as the input signals and output target values, will be presented in Sec. III. The results of our predictors are discussed in Sec. IV. In the first scenario, an algorithm was trained to predict the likelihood of a \( m/n = 2/1 \) tearing mode, which is believed to be a precursor to major disruptions. By monitoring the predicted likelihood and modulating neutral beam injection, the plasma can be kept within the stable region. In the second scenario, an algorithm was trained to predict incoming disruptions instead of its precursor, which means when detected, the plasma is already in the unstable region. This prediction was applied in the ramp-down control to change the ramp-down speed in order to prevent disruption. The detailed description of two scenarios and preliminary experimental results will be presented in Secs. V and VI, respectively.

II. MACHINE LEARNING MODEL

In this section, we introduce the machine learning algorithm used in our experiment. The models are implemented in the framework of OMFIT and loaded from python library scikit-learn. In order to run in real-time on DIII-D, the algorithm was first transferred into MATLAB and then converted into a C library function using the Embedded MATLAB Coder to run in the plasma control system (PCS).

A. Decision trees

Decision trees are a non-parametric method, which does not make assumptions about the form of the function to be learned. It predicts the target value by learning some decision rules from the training data. Decision trees are of two main types, classification trees and regression trees. Classification trees provide a finite number of outputs; regression trees give piece-wise constant output. A simple regression tree is shown in Fig. 1. A more complicated tree would produce a nearly continuous output. In this paper, we use regression trees to predict a target value, disruption or tearability, which is roughly the likelihood of disruption or tearing mode occurring, respectively. These concepts will be explained with more details in Sec. III C.

![FIG. 1. Demonstration of a decision tree: (a) shows a simple decision procedure from top to bottom for two features \( X_1, X_2 \); (b) shows how a function of two variables is defined based on the decision tree.](image)
Regression tree algorithms use recursive partitioning to group similar cases by minimizing the total variance across all dimensions of the input data. A basic regression tree is grown as follows. All of the input cases enter the tree at the base. The algorithm then successively performs binary splits, separating the cases that have a value higher than the chosen split value from the cases with a value less than the split value. In order to determine the split value, the algorithm scans across features to choose the feature and value, which could reduce the total variance across the entire set. This binary splitting process is repeated for each subset of cases that are created successively until each split contains a minimum of two cases.

One of the advantages of decision tree methods is that they can give the relative importance of all input variables. Every time the split is done according to some variable, the variance of the two descendant nodes is less than the parent node. Adding up all the variance decrease for that particular variable over the tree, we can obtain the so-called Gini importance for this variable. After computing the importance of every variable, we can compute their relative importance. The calculation of Gini importance is done by the standard function feature_importances_in scikit-learn. The importance given to the input data. A basic regression tree is grown as follows. All of the similar cases by minimizing the total variance across all dimensions of

B. Ensemble methods

To have better prediction capability, we applied ensemble methods to strengthen our algorithm. The idea of ensemble methods is to build a prediction model by combining the strengths of a collection of simpler base estimators. Here, we compared four different ensemble methods: Bagging, random forests, extremely randomized trees, and AdaBoost. The first three belong to averaging methods and the last one is a boosting method. The averaging method creates several independent estimators and then averages their predictions to decrease variance. In contrast, the boosting method builds estimators sequentially and tries to reduce bias.

Bagging applies bootstrap sampling to create a large number of different copies of the original training set. For each copy, the bootstrap procedure randomly picks elements to construct a new training set with the same number of elements as the original set. However, some elements (around $1/e = 37\%$) in the original set do not appear in the new set and some elements repeat several times. Then, the algorithm obtains different versions of a base predictor using these different copies as new training sets. When predicting a testing set, it aggregates averages over the different versions and gives its mean value.

Random forests are a substantial modification of bagging that builds an extensive collection of de-correlated trees, and then averages them. Usually, random forests use bootstrap methods, like the bagging method, to create different new training sets. However, when splitting a node, it chooses the best split among a random subset of the features instead of all. By using this method, different versions of predictors are generated and the final output is also the average of all those predictors.

Extremely randomized trees build an ensemble of decision trees and add randomness during the splitting. When splitting a node, it will first randomly choose a subset of features. Unlike random forest looking for the best split among these subsets, extremely randomized trees randomly generate a set of different splits. Then, the split of this node is chosen to be the best split among all those random ones. A large number of such random decision trees are created and again, the final output is the average of all those trees.

AdaBoost is a method to improve the accuracy of any base algorithm. AdaBoost uses the training set to fit the base estimator iteratively, maintaining a set of weights over the training set and modifying this set of weights during each iteration. Initially, those weights are all equal. At each iteration, the weight of those data incorrectly predicted by the previous estimator is increased, whereas the weight of those correctly predicted data is decreased. After $N$ iterations, $N$ different estimators are created, and the output of AdaBoost is the weighted mean according to the final weights of the training data.

C. Evaluation of algorithms

For a classification problem with two classes, each instance can be labeled as positive and negative, or in our case, disruptive or non-disruptive. If an instance is positive and it is predicted as positive, then this prediction is counted as true positive (TP); if it is predicted as negative, then it is counted as false negative (FN). If an instance is negative and it is predicted as negative, then it is counted as true negative (TN); if it is predicted as positive, it is counted as false positive (FP). The true positive rate (TPR) is the number of true positive predictions out of the total number of positive instances; the false positive rate (FPR) is the number of false positive predictions out of the total number of negative instances. A two-by-two confusion matrix, shown in Table I, can be constructed to represent all four cases.

In our algorithm, the classification of positive (disruptive) or negative (non-disruptive) is based on a threshold, which will be discussed in detail in Sec. III C. In order to evaluate the performance of these kinds of algorithms, one common method is to use a receiver operating characteristics (ROC) graph. ROC graphs are a two-dimensional graph where the TPR is the Y-axis and the FPR is the X-axis, for example, Fig. 5(d). For a classifier parametrized by a threshold, we can imagine varying the threshold and tracing out a curve in the ROC graph. Each point on this curve represents the TPR and FPR of the algorithm for that value of the threshold. The whole curve describes

<table>
<thead>
<tr>
<th>Predicted class</th>
<th>Positive</th>
<th>Negative</th>
<th>TPR = TP/(TP + FN)</th>
<th>FPR = FP/(FP + TN)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>True positive</td>
<td>False positive</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>TP + FN</td>
<td>FP + TN</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
the trade-offs between benefits (TPR) and costs (FPR) of the algorithm. The more “northwest” the curve, the better the algorithm.

III. DATA REDUCTION
A. Sequence of disruption and database selection

A large fraction of disruptions start from some form of plasma instability. An accepted sequence of events in a disruption is plasma energy lost (Thermal Quench); plasma moves and hits the wall; impurities enter; plasma cools and becomes highly resistive; plasma current is lost (Current Quench).

A schematic diagram of the plasma state in some parameter space is shown in Fig. 2. In order to have stable fusion, the plasma has to be in stable equilibrium. However, in reality, to have a high-performance plasma, it may be at risk of crossing the stability limit, which would end a plasma discharge and cause damage to the device. Thus, in practice, it is essential to find out what is the current state of the plasma and predict what the plasma state would be in the future. If the plasma is currently stable but about to cross the stability limit, we can manually change some plasma parameters and avoid the incoming instability. If there is already an instability growing and the plasma is about to disrupt, we need to ramp down the plasma immediately or trigger some mitigation systems.

For these two different situations, we need two different algorithms to detect and predict them. To prevent the plasma from crossing the stability limit, we chose the most important instability, tearing mode, as our main feature to be detected. We created a tearing mode database using 1970 shots from DIII-D 2014–2017 campaigns, which contain 2/1 tearing modes (TM). The shots were selected with strong $n = 1$ mode satisfying: 1. n rms$^2 > 10$ G, 2. mode duration $> 50$ ms. The moment of a tearing mode happening is represented by the first-time $n = 1$ mode satisfying the constraints above. We also randomly collected 2000 non-disruptive shots during the same campaigns whose maximum $n = 1$ mode amplitude $< 5$ G into our tearing mode database as our non-tearing mode shots. Then, to detect plasma disruptions, we created a disruption database from DIII-D 2013–2017 campaigns. All disruptive shots during that period with at least 1-s flat-top were collected, added up to 1906 disruptive shots. Another 2000 non-disruptive shots from the same campaigns were randomly collected into our disruption database. The exact moment of disruption is estimated by the steepest change of plasma current over time, i.e., $\max |\frac{dI_p}{dt}|$. For both databases, we want our algorithm to predict a particular event, the occurrence of tearing mode or disruption, before it happens. For convenience, we collectively refer the moment these events occur as “target moment.” When training for disruption prediction, the algorithm would be trained with disruptive and non-disruptive shots; when training for tearing mode prediction, the algorithm would be trained with tearing mode shots and non-tearing mode shots.

B. Parameters and data preprocessing

For each shot in our database, we download the following signals, shown in Table II, from MDplus$^{40}$ and rtEFIT$^{41}$ in DIII-D, which are all real-time available:

For disruptive shots in the disruption database and all shots in the tearing mode database, the data from the beginning of the flat-top to 10 ms before the target moment ($t_0$) were used. The data for non-disruptive shots were chosen from 2 s before ramp-down and included the ramp–down phase. In this data set, we divide the data for each shot into 200 overlapping frames; each of them is 100 ms long. The distance between the center of two adjacent frames is 10 ms. The predictions are made by using the information obtained from a 100 ms interval. Each frame is divided again into 6 sub-frames: the whole frame, two half frames, and three third frames. In each sub-frame, the mean, variance, and trend of each signal are calculated. Here, the trend is given by the slope of the linear fit of each signal. If the calculation failed due to missing signals, the value would be set to 0. In total, $18(= 3 \times 6)$ values are extracted as the features of each signal in each frame, as the input to our prediction algorithms.

As pointed out in Ref. 26, some differences between disruptive shots and non-disruptive shots can be directly identified by the distribution of some parameters. Here, the distribution of $li$ and $1/q_{95}$ at $\Delta t = t - t_0 = -250$ ms for both disruptive and non-disruptive shots is shown in Fig. 3. Compared to non-disruptive shots, disruptive shots have a significantly larger fraction of distribution at higher $li$ and lower $q_{95}$. Each of these signals is not able to determine whether a shot is disruptive or not. However, the increased prevalence of disruption at particular values implies that by combining the value of multiple signals, machine learning algorithms have the potential to predict whether a shot is disruptive or not.

C. Target value

Since the typical energy confinement times at DIII-D are on the order of 100–300 ms$^{22}$ we attempt to predict our target moments 250 ms before they happen. The comparison of different prediction windows is shown later in Sec. IV.B. In order to train a regression model, a target value needs to be provided to the training set that the algorithm can refer to. Similar to the approach in Ref. 43, our target value is defined by a sigmoid function:

$$\text{Target value} = \frac{1}{1 + e^{(\Delta t - t_0)/t_e}}.$$  

Here, $t_0$ is when target moment happens, $t$ is the time at the end of the frame, and $\Delta t = t - t_0$ is the remaining time at the end of each frame.
up to the target moment; \( x = 250 \) (ms) is the prediction window, which defines how much time before disruption we want our algorithm to make a prediction; \( t_w = 10 \) (ms) is the width of the sigmoid function, which is equal to the distance between two adjoint frames. The shape of the sigmoid function is shown in Fig. 4.

When the time is far from the target moment, the target value is almost 0; as the time approaches the target moment, the target value gradually increases and goes to 1. For the tearing mode database, we call the target value tearability; for the disruption database, we call the target value disruptivity. To calculate the TPR and FPR from our prediction, we denote frames with target value \( > 0.5 \) as positive, i.e., a prediction that the end time of the frame is within the prediction window, and the rest of the frames are labeled as negative. After being trained, the output of our algorithm will be a real value from 0 to 1, which can be roughly regarded as the “probability” that the target moment will occur in the next 250 ms. This probability is then compared to a threshold value, and if it exceeds this threshold, we predict the target moment will occur, vice versa.

IV. ANALYSIS OF DISRUPTION PREDICTION RESULTS

A. Overview of the analysis procedure

A schematic overview of the analysis procedure is demonstrated in Fig. 5. Figure 5(a) represents a typical structure of one regression tree. First, the forest of decision trees is used to make a disruptivity prediction. Arrow “A” in Fig. 5(a) represents this process. Since regression algorithms are used in this paper, the output of these decision tree forests will be a scalar disruptivity value. Figure 5(b) is an example of disruptivity as a function of time. The disruptivity is given by our machine learning algorithms and averaged over the test disruptive set and non-disruptive set. Using a threshold on the scalar value, a differentiation between disruptive and non-disruptive discharges can be made. The threshold is indicated by the dashed red line labeled “B.” Arrow “C” represents the relation of the threshold in two different graphs. Figure 5(c) displays the ratio of true positives and false positives, calculated in the testing set, as a function of threshold. Plotting the true positives as a function of false positives as represented by arrows “D” results in Fig. 5(d) the true positives vs false positives, giving the ROC curve described in Sec. II C.

B. Prediction results of the database

In a real-time experiment, we need to use an algorithm trained by all the databases. However, to test our algorithm and choose a reasonable threshold, we need to split our data into training and testing sets. Thus, we randomly chose 80% of the shots to be the training set and put the remaining 20% shots, which have never been used during the training, into the testing set. Meanwhile, we keep roughly 50% of disruptive shots in both the training set and testing set. Here, we show the prediction results in Fig. 6 using the ROC curve for the disruption database. In this ROC curve, the true positive rate and false positive rate are counted by the number of frames. From the ROC curve, we
can see that for disruption prediction, bagging has the best prediction capability, having <10% false positive rate while >80% true positive rate. The Adaboost method is the worse among all four methods for disruption prediction.

In order to examine the relation between the prediction capability of our algorithm and the prediction window, different prediction windows were used for bagging method training with the disruption database. The training results are shown by the ROC curve in Fig. 7. We can see that with the same FPR, the TPR increases almost monotonically when the prediction window decreases. When prediction window = 50 ms, the bagging method has >95% TPR when FPR ~ 10%. This can see that for disruption prediction, bagging has the best prediction capability, having <10% false positive rate while >80% true positive rate. The Adaboost method is the worse among all four methods for disruption prediction.

In order to examine the relation between the prediction capability of our algorithm and the prediction window, different prediction windows were used for bagging method training with the disruption database. The training results are shown by the ROC curve in Fig. 7. We can see that with the same FPR, the TPR increases almost monotonically when the prediction window decreases. When prediction window = 50 ms, the bagging method has >95% TPR when FPR ~ 10%. This
trend is anticipated since closer to disruption, the state of plasma would be closer to the disruption boundary. Nevertheless, to predict disruptions early enough to take action and avoid them, we chose a prediction window = 250 ms.

The average of disruption prediction over time is shown in Fig. 8. In this graph, the average prediction of bagging on disruptive shots and non-disruptive shots is shown. From Fig. 8, we can see that when far away from disruption, the prediction on disruptive shots and non-disruptive shots is similar. However, when disruption is close, the prediction becomes different. When the time goes over the prediction window (250 ms before disruption), the predicted disruptivity for disruptive shots grows significantly, while the predicted disruptivity of non-disruptive shots remains relatively low. Thus, it is easy and feasible to use a threshold (for example, 0.25) to distinguish disruptive and non-disruptive shots.

As mentioned in Sec. II A, the algorithm can provide the relative importance for each feature. To calculate the total importance of a signal, we added up all contributions of 18 features extracted from each signal. The four most essential signals given by our disruption predictors are shown in Table III.

### C. Prediction results on the whole shot

In order to measure the prediction of our algorithm on a whole shot, we still test our algorithm on the testing data described in Sec. IV B. However, instead of defining TPR and FPR based on the number of frames, we need to define it based on the number of shots. After choosing a certain threshold, if the disruptivity exceeds this threshold for five consecutive frames, we state that our algorithm predicting this shot will disrupt and this moment is defined as the alarm time, \( t_A \).

Then, the TPR is calculated by the number of disruptive shots that are predicted to disrupt over the total number of disruptive shots. The FPR is calculated by the number of non-disruptive shots that are predicted to disrupt over the total number of non-disruptive shots. The average of disruption prediction over time by bagging is shown in Fig. 8. The x-axis is the time before the shot end. For disruptive shots, it is the time before disruption; for non-disruptive shots, it is the time before ramp-down. The y-axis is the prediction of disruptivity. The shaded region indicates the standard deviation over all testing shots.

### TABLE II. List of signal used in our database.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>( I_p )</td>
<td>Plasma current</td>
</tr>
<tr>
<td>( I_p \sim I_{p,\text{target}} )</td>
<td>Plasma current minus target current</td>
</tr>
<tr>
<td>( \ell_i )</td>
<td>Normalized internal inductance</td>
</tr>
<tr>
<td>( \beta_N, \beta_p, \beta_t )</td>
<td>Normalized, beta, poloidal, toroidal beta</td>
</tr>
<tr>
<td>( W_{\text{MHD}} )</td>
<td>Plasma energy</td>
</tr>
<tr>
<td>( q_{90}, q_{\text{min}} \sim q_{95} )</td>
<td>Safety factor at different positions</td>
</tr>
<tr>
<td>( V_{\text{loop}} )</td>
<td>Loop voltage</td>
</tr>
<tr>
<td>( V )</td>
<td>Plasma volume</td>
</tr>
<tr>
<td>( a_{\text{minor}} )</td>
<td>Minor radius</td>
</tr>
<tr>
<td>( R, Z )</td>
<td>R, Z position of magnetic axis</td>
</tr>
<tr>
<td>( V_{\text{rot,edge}}, V_{\text{rot,core}} )</td>
<td>Line averaged electron density</td>
</tr>
<tr>
<td>( \kappa, \delta_1, \delta_b )</td>
<td>Plasma edge and core rotation</td>
</tr>
<tr>
<td>( P_{\text{rad}} )</td>
<td>Radiation power</td>
</tr>
<tr>
<td>( d_{\text{sep}} )</td>
<td>Distance of the separatrices</td>
</tr>
<tr>
<td>( \chi^2 )</td>
<td>Magnetic chi-square</td>
</tr>
<tr>
<td>( B_{\text{rad}} )</td>
<td>Radial magnetic field</td>
</tr>
<tr>
<td>( n_{\text{rms}}, n_{2\text{rms}} )</td>
<td>Root-mean-square amplitude of magnetic fluctuations corresponding to toroidal mode number ( n = 1, 2 )</td>
</tr>
</tbody>
</table>

The average of disruption prediction over time is shown in Fig. 8. As shown in this figure, when the threshold is too low, the algorithm captures all disruptive shots but misclassifies too many non-disruptive shots and predicts disruption too far away from when it actually happens. If the threshold is too high, then the algorithm could not identify some of the disruptive shots and would give too short alarm time. In order to strike a balance, we use the median value instead of the mean value to indicate the expected alarm time. We choose the threshold to be 0.25, where our algorithm has around 95% TPR and 15% FPR with the median alarm time around 320 ms. It is reasonable since we chose the prediction window to be 250 ms.

The distribution of alarm times at threshold \( t_A = 0.25 \) is shown in Fig. 10. This gives a Levy-like one-sided disruption which can be described by median and variation around it. At the chosen threshold, the peak of distribution is located around \( t_A = 300 \) ms, which is close to our prediction window. A small portion of shots is predicted more than 1500 ms before disruption, which is effectively ignored in our analysis.

### TABLE III. Four most important signals in disruption prediction and its relative importances.

<table>
<thead>
<tr>
<th>Signal</th>
<th>Importance</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \ell_i )</td>
<td>0.120</td>
</tr>
<tr>
<td>( \beta_p )</td>
<td>0.111</td>
</tr>
<tr>
<td>( I_p \sim I_{p,\text{target}} )</td>
<td>0.085</td>
</tr>
<tr>
<td>( \langle n_e \rangle )</td>
<td>0.053</td>
</tr>
</tbody>
</table>
analysis by using the median alarm time as the indicator. For a normal distribution, the random variable within one standard deviation around its mean value counts roughly 68%. To represent the same idea, in the distribution of alarm times, around the median alarm time is shown in orange bins; the rest are shown in blue bins.

V. DISRUPTION PREDICTION AND AVOIDANCE DURING THE RAMP DOWN PHASE

A. Real-time disruption prediction

In Sec. IV, we have presented the results of predicting disruption using decision trees and ensemble methods. In order to demonstrate the feasibility of the algorithm in real-time, the algorithm trained with the disruption database has been implemented in PCS in DIII-D and tested in real-time.

Two examples of detecting disruption in the ramp down phase are shown in Fig. 11. For each shot, the disruption happened during the ramp-down scenario. The first shot (174720) disrupted at $t = 2.58$ s at current of 0.39 MA and the second shot (174724) disrupted at $t = 3.01$ s at a current of 0.74 MA. ITER Baseline Scenario plasmas are most often simulated on DIII-D with plasma currents around 1.4 MA, with a normalized current value of 1.42 for the ITER 15 MA. Since terminations on ITER below 3 MA are considered tolerable, which maps to roughly $I_p = 0.3$ MA in DIII-D, both shots shown in Fig. 11 were above the tolerance threshold. For each shot, there were some instabilities, indicated by $n = 1$ RMS fluctuation amplitudes ($n_{1\text{RMS}}$) in Fig. 11(c), which grew at the shot that began at $t = 2.14$ s and $t = 2.41$ s. After these instabilities grew large enough, the mode lock happened at $t = 2.32$ s and $t = 2.53$ s, indicated by the radial magnetic field in Fig. 11(d), which eventually caused the shot to disrupt. During the disruption, the plasma current suddenly drops to zero along with a strong radiative power loss shown in Fig. 11(e). Note that in shot 174724, the disruptivity grew at the same time as the lock mode signal. In contrast, in shot 174720, the disruptivity did not grow as the lock mode signal. These two shots show that our algorithm was making the decision based on the combination of multiple signals instead of just looking at individual signals.
During the whole shot, our machine learning algorithm was reading the information from diagnostics and predicting the disruptivity continuously. From Fig. 11(b), we can see that when far away from disruption, the disruptivity is relatively low (< 0.1). When closer to disruption, the disruptivity grew and exceeded the threshold (0.25) at $t = 2.51$ s and $t = 2.61$ s, respectively, giving an alarm time of 0.07 s and 0.4 s.

B. Ramp down control

Disruptions in ramp down account for 41% of DIII-D disruptions since 2012. To prevent disruption, we designed a control algorithm to monitor the disruptivity during ramp down. The basic control logic is shown in Fig. 12. During the plasma ramp-down scenario, our algorithm read all the signals needed from real-time diagnostics and rEFIT. Using the trained regression trees, the algorithm predicted the disruptivity. If the disruptivity increased above a certain threshold, we believe that some off-normal states would occur, and the plasma would disrupt after 250 ms. By using the DIII-D Off Normal Fault Response (ONFR) capabilities, this event would trigger a fast ramp-down and terminate the plasma within 200 ms, no matter what the present plasma current was. By this strategy, we might be able to ramp down the plasma before the disruption happens; or even if the plasma does disrupt, we might be able to disrupt at a current lower than the tolerance threshold 0.3 MA, as discussed in Sec. VA.

For a real-time experiment, we need the algorithm to predict disruption at 250 ms before it happens. Thus, we chose the threshold to be 0.4, where the median alarm time is 250 ms, as shown in Fig. 9. The algorithm was tested from shots 176318 to 176349. The algorithm triggered 200-ms-ramp-down in 7 shots among all test shots, all of which eventually lead to no disruption or disruption at $I_p < 0.3$ MA. Among the shots which our algorithm did not trigger, only one of them (shot 176319) disrupted during ramp-down at $I_p = 0.36$ MA. Other shots either did not disrupt, disrupted at low $I_p$, or disrupted before ramp-down began. An example experiment (shot 176339) is shown in Fig. 13. In this shot, ramp down began at $t = 5.00$ s, and our ramp-down control began. Soon after ramp-down began, the plasma was changed from the divertor shape into limiter shape, as shown in Fig. 13(f), and maintained this status till the shot end. At first, the neutral beam power was kept the same as the flat-top and decreased at $t = 5.29$ s. As the shape changed, instabilities grew, indicated by $n = 1$ RMS fluctuation amplitudes ($n1\text{rms}$) in Fig. 13(c), and our algorithm predicted that the disruptivity was close to but not exceeding our
threshold. After the shape change, the \( n = 1 \) instability disappeared. Meanwhile, the prediction of our algorithm decreased at first but grew again and finally exceeded the threshold at \( t = 5.80 \) s. This prediction triggered our control algorithm to ramp down faster. At the end of the ramp down, disruption still happened at \( t = 6.01 \) s, but at a very low plasma current (\( I_p \approx 50 \) kA) below the tolerance threshold \( I_p < 0.3 \) MA.

Finally, as a commentary of this experiment, the \( B_{\text{rad}} \) calculation for shots between 176030 and 176912 was corrupted by a missing calibration for the F6A coil. This might cause the blindness of our algorithm to the \( B_{\text{rad}} \) signal and lead to some error of disruptivity prediction in the real-time experiment.

VI. TEARING MODE AVOIDANCE

The neutral beams (NB) are one of the primary sources of heating power for tokamak plasmas. Usually, the higher the NB power is, the greater the performance of the plasma will be. However, with higher NB power, the plasma will have a higher chance to cross the stability boundary and become unstable. Thus, it becomes challenging to keep the balance between having a high-performance plasma and keeping plasma stable. As an attempt to solve this problem, we developed a control algorithm based on the prediction of up-coming instabilities to optimize fusion performance by pushing the plasma to the limit of stability boundary, but not exceeding it.

A. Tearing mode prediction

A tearing mode predictor was developed using the same method as the disruption predictor. During training, we used the tearing mode database explained in Sec. III A. The same strategy of splitting training and testing sets as disruption prediction was used. The training results are shown in Fig. 14. The median alarm time is not monotonically decreasing because when the threshold is too high, our algorithm will miss some tearing shots, and the median time would thus increase. If we set threshold \( \theta = 0.16 \), algorithms were able to predict more than 90% of tearing modes with around 10% false positive. However, the median alarm time at this threshold is more than 600 ms, which is too long for the real-time experiment. When the threshold becomes higher, the median alarm time and FPR will decrease, but the TPR would decrease as well. When the threshold \( \theta > 0.35 \), our algorithm would give less than 3% false positive prediction but would only have a 63% TPR with median alarm time around 380 ms. If we can keep the tearability around this level, we could potentially keep the plasma at the edge of the stability boundary and reach the maximum performance. Thus, during the real-time experiment, described in Sec. VI C, we expected to keep the tearability of plasma around 0.35. At this threshold, the distribution of alarm times is shown in Fig. 15. Here, the peak of distribution locates at \( t_A = 210 \) ms. As with disruption prediction, the four most important signals in tearing mode prediction are shown in Table IV.

B. Control algorithm and avoidance logic

Since there are too many different instabilities in tokamaks, it is impractical to predict all of them. Instead, we chose an important instability, tearing mode, to predict. Tearing modes are believed to be one of the most important causes and precursors of plasma disruption. Based on the method in Sec. II and the tearing mode database described in Sec. III A, a machine learning algorithm was developed.

<table>
<thead>
<tr>
<th>Signal</th>
<th>Importance</th>
</tr>
</thead>
<tbody>
<tr>
<td>( W_{\text{MHD}} )</td>
<td>0.276</td>
</tr>
<tr>
<td>( \beta_t )</td>
<td>0.217</td>
</tr>
<tr>
<td>( \langle n_e \rangle )</td>
<td>0.160</td>
</tr>
<tr>
<td>( n2\text{rms} )</td>
<td>0.158</td>
</tr>
</tbody>
</table>
needed to avoid tearing modes and a possible disruption. For exam-
we believe the plasma is unstable at this stage, and some actions are
described in Sec. III A. When the tearability exceeds the alarm level,
level could also be regarded as an approximated stability limit
plasma. At this level, there is a very high chance that a tearing
threshold, shown by the red line, indicates an alarming level of the
mance of plasma. When the tearability is higher than the upper
target level, the plasma is stable and far from tearing
performance while keeping the plasma relatively

The output of our machine learning algorithm, tearability, implies
how likely tearing modes are to occur.

Using tearability as a metric of how unstable the plasma is, an
instability avoidance logic was designed to command the neutral
beam (NB) power by changing its duty cycle. First, we define two
different tearability thresholds, as shown in Fig. 16. The higher
threshold, shown by the red line, indicates an alarming level of the
plasma. At this level, there is a very high chance that a tearing
mode will occur shortly (for example, 250 ms). Thus, the alarm
level could also be regarded as an approximated stability limit
described in Sec. III A. When the tearability exceeds the alarm level,
we believe the plasma is unstable at this stage, and some actions are
needed to avoid tearing modes and a possible disruption. For ex-
ample, electron cyclotron heating (ECH)\(^{27-49}\) could be used to sup-
press the tearing mode by driving non-inductive current in the
island and by heating the island.

The lower thresholds, composed of an upper target level and a
lower target level indicated by the green lines, determine the target
region where we expect the plasma to be operating. The target level
could also be treated as a user-defined boundary within the approxi-
mated stability limit. Within this region, the likelihood of a tearing
mode occurring is relatively low, and we believe that the plasma is sta-
ble. The higher target levels are, the risk of tearability exceeding the
alarm level, due to fluctuation, would also be higher. Thus, the target
levels indicate how much risk we are comfortable to operate at, as long
as it is lower than the alarm level.

The logic of instability avoidance is the following: use NB power
as the controlled parameter to keep tearability between the two target
levels. During the flat-top stage of a shot, the machine learning al-
gorithm keeps reading signals from real-time diagnostics and rEFIT,
predicting the tearability of the plasma. When the tearability is lower
than the lower target level, the plasma is stable and far from tearing
mode onset and disruption. However, in this regime, the plasma
would have relatively low temperature and, therefore, low perfor-
mance. Thus, the algorithm increases the NB power to enhance the
performance of plasma. When the tearability is higher than the upper
target level, the NB power is decreased to avoid instability. The work-
flow of this feedback control is shown in Fig. 17. The target levels, i.e.,
the user-defined boundaries, should be chosen such that fluctuation
around it does not cause tearability to exceed the alarm level. Thus, by
using this method, we could have the highest possible NB power, opti-
mizing the plasma performance while keeping the plasma relatively

C. Real-time experiment

A real-time demonstrative experiment has been done at DIII-D.
During these experiments, we set the target level around 0.35 and the
alarm level at 0.4. At threshold = 0.35, the median time before tearing
is 360 ms, which is relatively large. For the purpose of real-time con-
trol, we define the upper target level 0.35 and the lower target level
0.33, and we hope to keep the plasma tearability around these two lev-
els. At threshold = 0.4, the median time before tearing would be
250 ms, and we believe that it is too close to tearing, and the plasma
cannot be pushed further.

Two representative shots are shown in Fig. 18. First, in shot
176759, the tearing mode predictor was running in the background,
but the control algorithm was turned off, and instead, the NB power is
monotonically increasing. The purpose of this shot is to test how our
machine learning algorithm works and how the plasma would
respond. The signals and predictions are shown in Fig. 18(1). At the
beginning of this shot, around \(t = 2.4\) s, the NB power was low (\(\approx 2.5\)
MW), and tearability is below the target levels. The preprogrammed
NB power, shown by the orange line in Fig. 18(1-b), was monotonically
increased, though the actual NB power, shown by the blue line, was
not the same as the coded power for technical reasons. The tear-
bility, shown in Fig. 18(1-c), increased fast after the NB power
increased, fluctuated around the alarm level. It first reached the alarm
level around \(t = 3.4\) s and greatly exceeded it after \(t = 4.17\) s. In Figs.
18(1-d) and 18(1-e), we can see there is a relatively large \(n = 1\) mode
growing at \(t = 3.9\) s and the mode locked at \(t = 4.1\) s. Before mode
locking, \(\beta_N\) shown in Fig. 18(1-g) kept growing and reached maximum
2.47 at \(t = 4.1\). After the lock mode occurs, \(\beta_N\) began to grow, which
means that the plasma crossed the stability limit and, finally, a disrup-
tion happened later at around \(t = 5.1\) s. Before mode locking, \(\beta_N\) kept
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increasing and reached the maximum 2.45 at \( t = 4.1 \) s. However, after mode locking, even though NB power kept increasing, \( \beta_N \) dropped drastically. It worth mentioning that mode locking occurred before tearability exceeded the alarm level. It is because the tearability is only a probabilistic indicator of tearing mode, not deterministic. Thus when tearability was close to the alarm level, plasma was already likely to be unstable, and tearing mode could happen during that period. One more feature worth noticing is that the tearability grew at first and then dropped after the lock mode occurred. This is because our algorithm is predicting modes in the future; thus, tearability would drop after the mode actually occurred.

Next, in shot 176757, the control algorithm was turned on. At the beginning of the shot around \( t = 2.4 \) s, the NB power started at \( \approx 2.5 \text{ MW} \) but was controlled based on the tearability during the flat-top region. The details of this shot are shown in Fig. 18(2). In this particular shot, our control setting was when the tearability is larger than the upper target level (0.35), the NB power will be decreased; when the tearability is smaller than the lower level 0.33, the NB power will be increased. This was designed so that the tearability would fluctuate within the green shaded area shown in Fig. 18(2-c). The moments when tearability triggered the NB power to increase are pointed out by green arrows, and the moments that it triggered the decrease in NB power are pointed out by red arrows. These moments are shown in both Figs. 18(2-b) and 18(2-c), illustrating how the control worked during this shot. Note that in order to better demonstrate the control process, the tearability has been smoothed using the local average in the plot. Thus, the triggered moments in Figs. 18(2-b) and 18(2-c) do not exactly coincide with each other. After \( t = 5.50 \) s, the ramp-down began and the control algorithm was turned off. By applying this control method, we can see that the \( n = 1 \) RMS fluctuation and lock mode signal, shown in Figs. 18(2-d) and 18(2-e), was relatively low (RMS < 4, lock mode < 2) and the \( \hat{l} \) was well controlled. During the whole shot, \( \beta_N \) kept relatively constant at around 1.75 till ramp-down.

Comparing the two shots above, it is clear that our algorithm has the potential to prevent the growth of tearing instability by monitoring the tearability prediction. Although \( \beta_N \) in the controlled shot was roughly 30% lower than the peak \( \beta_N \) in the comparative shot, the algorithm prevented \( \beta_N \) from dramatic drop due to instabilities, which could be necessary for a long-pulse steady-state operation. On the other hand, the reduction of \( \beta_N \) could be explained by the lack of accuracy of our algorithm. Notice that from Fig. 14, the TPR at upper target levels is around 65%, which means even the tearability remains around this level, roughly 35% of them could still have tearing mode in the long run. Due to this uncertainty, when tearability exceeds this level, the NB power needs to be decreased. In other words, a relatively large margin between the user-defined boundary and the actual stability boundary has to be added to overcome the shortcoming of uncertainty.
Finally, similar to the ramp-down experiment, this tearing mode avoidance experiment was also affected by the miss calculation of the $B_{\text{rad}}$ signal and might cause some error in the tearability prediction.

VII. SUMMARY AND DISCUSSION

Analysis of machine learning algorithms using data from DIII-D discharges showed that an accurate disruption and tearing mode prediction could be made with a prediction window of 250 ms prior to the event. After comparing multiple predictors, it was concluded that using the random forest, extremely randomized tree, or bagging algorithms all created predictors with the best performance on the data used. These decision tree forests have a high rate of detection (true positives $\sim 90\%$) with a low number of misidentified non-disruptive discharges (false positives $\sim 10\%$). These percentages indicate that the decision tree forest can predict most disruptions with a minimal effect on the non-disruptive discharges. This suggests that machine learning algorithms using decision tree forests are helpful tools to develop a disruption avoidance and mitigation system, which is suitable for the conditions and operating environment at DIII-D.

The preliminary development of machine-learning-based real-time disruption predictors on DIII-D has also been demonstrated in this paper. Real-time prediction results show that our algorithms are able to predict disruptions before they happen. Then based on that disruption predictor, a ramp-down control algorithm has been developed which can predict disruption during the ramp-down phase and change the ramp-down speed in order to either avoid disruption or keep disruption current within the tolerance threshold.

For a large-scale tokamak like ITER at full current operation, only 1–2 disruption events per lifetime are allowed. It requires an extremely high true positive rate, which could be hard to achieve by current machine learning algorithms. In order to solve this problem, a potential solution could be predicting the precursors of disruptions, instead of the disruption itself, to avoid instabilities. Thus, a tearing mode predictor has been developed and used to control the neutral beam power. By monitoring the tearability prediction, our algorithm has the potential to optimize the plasma performance to the stability boundary and preventing tearing instability from occurring. During the control process, $\beta_{\text{N}}$ would decrease as the price for stability. This could be overcome by increasing the accuracy of the algorithm in the future or combining more predictors for different instabilities.

Though this paper provides a good proof of principle test showing the capability of MLA in real-time control; there remains a lot more work to develop these algorithms to a form usable in fusion reactors. During the training process, our algorithm made use of thousands of shots from DIII-D, and almost half of them were disruptive shots. This information would not be available on ITER at full current operation. There are three possible methods to solve this problem. First, based on the ITER research plan, \textsuperscript{2} ITER will first operate with low plasma current ($Ip = 7.5$ MA) to verify its main features, and then, the operation will be extended to the full plasma current ($Ip = 15$ MA). Thus, we could train the algorithm with low current and use some proper extrapolation method to predict disruption at high current. Second, as part of the future work, we will test these control systems on different scenarios in DIII-D and develop methods to extrapolate the control to difference machines, especially large scale fusion reactors like ITER. Though some studies suggested that MLA might have issues extrapolating to different machines, \textsuperscript{20} others show that simple normalization of each signal by its “global numerical scale” could be enough to get great cross-machine performance. \textsuperscript{25} The third method is to build a predictor from scratch, \textsuperscript{2} i.e., train the algorithm adaptive following the chronological order of ITER operation.
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